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• Auditory attention decoding (AAD): using 
electroencephalography (EEG) to determine what a listener 
focuses on (Geirnaert et al., 2021).

• This may have uses in communicative BCIs (“attend to the 
keyboard for yes, vibraphone for no”, etc).

• Backwards encoding: reconstructing the audio from the 
EEG, and comparing the reconstruction to the original 
stimuli: attended audio should have more faithful 
reconstructions!

• There is currently a focus on studying mobile EEG, which is 
easy to set up and can be worn outside the lab, including 
EEG earpieces (earEEG).

Background

Images: Hope (https://flic.kr/p/doVQPX); Bleichner 
and Debener 
(https://doi.org/10.3389/fnhum.2017.00163).

Presenter Notes
Presentation Notes
Up to 1:30 on this slide

https://flic.kr/p/doVQPX
https://doi.org/10.3389/fnhum.2017.00163
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Two main practical issues:
1. Current developmental systems require attending to stimuli such as tones- can quickly become 

fatiguing. 
2. EEG setup takes time/expertise, and the wearer is constrained to one spot.
Both of these are detrimental to long-term or regular use.

Solutions:
1. To prevent participant fatigue, use pleasant stimuli- music? Better yet, have an interactive element- a 

listening game?
2. For practicality, use mobile EEG.

Can earEEG and a musical task be combined for a user-friendly BCI?

Research Problem

Presenter Notes
Presentation Notes
(After solutions): …this brings us to our main question: Can earEEG and some sort of musical task be used together for a BCI which is both convenient and reasonably pleasant to use habitually?

Up to 1:30 on this slide (by end no more than 3 mins in total)
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• Both scalp and around-the-ear EEG used to record data from 32 participants.
• Stimuli: 30s excerpts, instruments chosen to be equally salient/’attention-grabbing’ based on previous 

research (An et al., 2021): participant would hear vibraphone from left, harmonica from centre, 
keyboard from right.

Experiment

Presenter Notes
Presentation Notes
Original stimuli

(Spend 20s on this slide max- by end no more than 3:20 in total)
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Experiment

Presenter Notes
Presentation Notes
Trial format: participants would have to listen to a particular instrument, and count brief pitch zigzags (‘oddballs’) in that instrument, ignoring other oddballs.
At least one practice trial (participant could choose to do more), then fifteen main trials.
Trials picked randomly without replacement so that each participant would hear one stimulus mix thrice during the main trials, being told to attend to each instrument once.

Left: example of vibr oddball
Right: example of trial stim. Two vibr (i.e attended) oddballs at [18.64394558, 10.72575964].

(Spend up to 2:10 on this slide)
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• For now just focusing on binary classification (e.g, vibraphone/piano).
• Participants picked task up quickly, so decided to use practice trials for training/testing.
• Supplementing training data with data from other parts of the same experimental session.

Analysis

Presenter Notes
Presentation Notes
For simplicity we’re currently just focusing on binary classification.
To increase the amount of data for training and testing we decided to use the practice trials, and also data from other parts of the recording session where participants listened to the same stimuli.

(20s on this slide max- should be 5:48 in at most by end)
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• EEG/music preprocessed (filtering, etc).
• For each instrument:

• Train a model with the attended trials of the other instrument (a "comparison model").
• For each trial where the current instrument is attended (a test trial):

• Train a model with all other trials.
• Use the comparison model and the model just trained to reconstruct their respective 

instruments’ stimuli for the trial, from the EEG data.
• Whichever instrument’s reconstruction is better (measured by linear correlation with the 

original) is assumed to be the attended instrument.

Analysis

Presenter Notes
Presentation Notes
So in a nutshell, this is the analysis run for each participant.
(Depending on time left probably go through this in about 30s or maybe even less)
The punchline is that for each instrument, we train a model with the other instrument, a ‘comparison model’, then using a leave-one-out training and testing paradigm we train a model with the current instrument, use both models to predict their stimuli with the test EEG data, and then whichever instrument has the more faithful reconstruction, we assume that was the instrument the participant was attending to during the trial (and it’s a correct prediction if that’s the current instrument).
By the end of this slide want to be 6:18 in at most.
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• Participants were quick to grasp the oddball task (average success rate of 86%). 
• Additionally, participants often reported enjoying the task  indicates viability for long-term use for 

a BCI.
• So far max decoding accuracy of 56% achieved, for vibraphone/piano class. with scalp EEG.
• May be better if more data collected per participant, or if stimuli were more homogeneous (wide range 

of styles/techniques used for each instrument- may be confusing models).
• Currently working on retuning preprocessing methods to improve SNR, and sourcing training data 

from elsewhere.
• Possible experiment improvements: more trials per participant, more homogenous stimuli for each 

instrument.

Results and Reflection

Presenter Notes
Presentation Notes
DON’T SPEND *TOO* LONG ON THIS, ESPECIALLY THE NEGATIVE

Possible improvements for future work.

At end emphasise the viability side/positives.
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Thanks for listening.

Presenter Notes
Presentation Notes
Thanks for listening, any questions?
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